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Abstract—Intersections remain among the most accident-
prone subsystems in modern traffic. With the introduction of
vehicle-to-infrastructure communication, it is possible for the
intersection to become aware of the incoming stream of vehicles
and issue warnings when needed. We consider an approach where
vehicles can act automatically on those warnings, leaving drivers
maximal freedom of manoeuvre while guaranteeing safety with
minimal intervention. We also quantify the impact of imperfect
communication in the uplink (from vehicle to infrastructure) and
the downlink (from infrastructure to vehicle).

I. INTRODUCTION

With rapidly increasing urbanization and mobility, there
is an imminent need for intelligent transportation systems
(ITS), which can reduce congestion, traffic accidents, and
pollution. Traffic accidents, which are an important source
of personal and economic losses, are a particular application
where ITS can benefit. A significant fraction of all traffic
accidents take place near intersections, which are among the
most complex and regulated traffic subsystems. Accidents near
intersections are most often caused by human errors and poor
judgement. A suitable collision avoidance system (CAS) can
oversee the entire intersection, warn drivers about imminent
dangers, or temporarily take over the wheel. An intersection
CAS inherently requires awareness from multiple vehicles
and thus must comprise both a control layer and a wireless
communication layer. Both layers are traditionally considered
separately.

In terms of control, several works have proposed a rule-
based approach to coordinate the actions of multiple agents
near an intersection, providing constraints within which in-
dividual agents can move safely [1]–[7]. Recently, [8]–[12]
proposed MPC-based coordination strategies. The above re-
sults are all based on a control law which leaves partial or no
control to the drivers of each single vehicle. A different route
was followed in [13], [14], where algorithms were developed to
verify the safety of human-decided manoeuvres. These results,
initially limited to two-vehicle problems, were extended in
[15]–[19] to handle many vehicles in more complex settings.
The advantage of this approach is that the resulting architecture
minimizes by design interferences with the normal drivers
behaviour, and can be implemented as an additional safety
layer over existing road infrastructure (traffic lights, road signs,
single-vehicle driver-assist systems, etc.) remaining transparent
as long as the system behaves correctly, and intervening
only when needed to avoid a collision. In other words, this
approach leaves the drivers the maximum possible freedom of
manoeuvre.

All the above-mentioned works implicitly rely on a com-
munication infrastructure to share information and decisions.

Wireless communication forms an integral part of ITS [20]–
[25], and can be enabled through the IEEE 802.11p stan-
dard. 802.11p has been defined to meet the communication
demands of ITS applications, operating in 20 MHz and 10
MHz channels in the 5.9 GHz band, as part of the the higher
layer standard, IEEE 1609. Different applications clearly have
different requirements on the communication links, with the
most stringent demands imposed by safety-related applications,
with extremely low latencies (below 50 ms in pre-crash sit-
uations), high delivery ratios (for full situational awareness),
and relatively long communication ranges (to increase the time
to react in critical situations) [26], [27]. These requirements,
in combination with a possible high density of vehicles,
makes the design of vehicular ad hoc network communication
challenging [28], [29]. This is further exacerbated by high
mobility and passing vehicles, which leads to rapidly changing
signal propagation conditions (including both severe multipath
and shadowing) and constant topology changes.

From the discussion above, it becomes apparent that wire-
less communication in vehicular systems is challenging and
affected by a number of impairments. These impairments will
have an impact on the control algorithms running on a CAS. In
order to fully understand the overall performance of the CAS, it
is necessary to look at both the control and the communication
layer simultaneously.

In this paper, we take a holistic approach to the problem,
discussing an implementation of a CAS as described, e.g., in
[19], in relation to the limits of the communication layer, and
we explicitly include the properties of the communication layer
in assessing the performance of the control layer. In Sec. II we
formulate the problem, in Sec. III and IV we provide our model
for the vehicles and the communication link, and in Sec. V
we describe the CAS and provide a numerical validation of its
performance.

II. PROBLEM FORMULATION

We consider the scenario in Fig. 1, where a set of vehicles,
driven by human drivers, move on different paths crossing at a
common intersection. Our objective is to design a control ar-
chitecture to supervise the vehicles in order to avoid collisions
caused by an erroneous manoeuvre by any of the drivers. The
architecture which we envision is composed of two layers:

1) Rear-end collision avoidance system (RCAS): This first,
non-cooperative layer is active at all times in each vehicle
and is responsible for maintaining a safety distance Δ
(specified in Sec. V) between a vehicle and the preceding
vehicle on the same road. This element of the control
architecture is equivalent to many already existing advanced
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Fig. 1. Vehicles on 3 paths near an intersection. At all times a rear-end
collision avoidance system forces vehicles to maintain a safety distance Δ,
which depends on the relative velocity of the vehicles. Within a distance D
of the intersection the vehicles establish a connection with the intersection
collision avoidance system, which may override their input if necessary to
avoid a collision at the intersection.

collision avoidance systems, and can be implemented sim-
ply as a radar-based active brake system on each vehicle.

2) Intersection collision avoidance system (ICAS): This sec-
ond, cooperative layer exploits a communication link be-
tween vehicles and a central controller. Through coopera-
tion among the vehicles, the ICAS can be less restrictive
than a non-cooperative approach. The ICAS implements
a least restrictive control, i.e., one that interferes with
the drivers’ decisions only if strictly necessary to avert a
collision. This allows the architecture to work alongside
the normal road infrastructure (traffic lights, stop signs,
etc.), behaving transparently under safe conditions, and
intervening only to avoid otherwise inevitable collisions.

The computational heart of the ICAS is a supervisor, an
algorithm in charge of detecting erroneous manoeuvres, and
of computing the necessary corrections. The supervisor is
composed of two parts: a program running on centralized
infrastructure (located at the intersection), and one running
onboard each vehicle. The infrastructure and the vehicles
communicate by means of a wireless network. The supervisor
assumes perfect information (i.e., positions and velocities
are measurable exactly), and is designed to cope with the
inevitable limits of the communication link and to minimize
the chances of misbehaviour despite these limits.

Due to the obvious geographical constraints of a centralized
communication network, the ICAS will only supervise vehicles
located within a distance D of the intersection (see Fig. 1).
When a vehicle enters this so-called controlled region, defined
as the interior of the dashed circle in Fig. 1, it communicates
periodically (with period τ , typically around 0.1 s) its position,
velocity, and the brake or accelerator input requested by the
driver (and filtered by the RCAS) to the ICAS. The driver’s
input is assumed to be constant for the duration of the time
interval τ . The information is used to project the state of all
controlled vehicles τ seconds forward in time, and verify if
their future state, reached using the drivers’ desired inputs,
is compatible with a safe (i.e., collision-free) evolution of
the system. If this is not the case, the ICAS overrides the
input of all controlled vehicles with a safe command, which is
transmitted to all controlled vehicles using the communication
link. Otherwise, the drivers’ inputs are accepted, and can be
used until the following time step. Since rear-end collisions are
taken care by each vehicle, the ICAS is effectively in charge
only of avoiding collisions at the intersection.

The main objective of this work is thus the following design
problem:

Problem 1 (informal statement): Design a least restrictive
supervisor for the ICAS.

The above problem will be formalized in Sec. V. The super-
visor is designed keeping into account both the physics of the
vehicles, and the inevitable limitations of the communication
link. The next two sections discuss our model for these two
aspects of the problem.

III. PHYSICAL MODEL

We model the longitudinal dynamics of each vehicle along
its path as

ẍi = fi(ẋi, ui), (1)

with i ∈ {1, . . . , n}, where xi ∈ R is the position and
ui ∈ Ui ⊂ R is the control input. We denote by xi(t, ui)
the position reached by vehicle i at time t, assuming initial
conditions (xi, ẋi) (they will be explicitly specified when
necessary), and using input ui for a time t. We denote by
x, ẋ, and u the vectors of positions, velocities, and inputs of
all vehicles. At each time instant, we assume that vehicles
C � {1, . . . ,m} are within the controlled region, while

vehicles N � {m+1, . . . , n} are not in the controlled region,
and we use a subscript C or N to denote a state or input vector
restricted to vehicles in C or N (e.g., xC is the vector of the
positions of all vehicles in the controlled region).

We assume that the set of inputs that each driver can
choose at any given time is bounded below and above by the
values ui,min and ui,max, while we assume that the control
systems (both the RCAS and the ICAS) can only force the
use of a subset [ui,min, ui,com] of inputs, where ui,com is a
non-emergency, or comfortable braking input, which satisfies
ui,min < ui,com < 0. We assume that ẋi ∈ [0, ẋi,max], and
that (1) has unique solutions, depending continuously on initial
conditions and parameters. We also assume that fi(ẋi, ui)
is non-decreasing in ui, which implies that (1) is monotone
[30], and that ẋi = 0 is reached in finite time using ui,min

(i.e., vehicles can stop in finite time). Finally, we assume that
the dynamics of agents on the same path are identical, or
equivalently that the dynamics of vehicles on the same path
(described by [fi(·), ẋi,max, ui,min, ui,max]) can be restricted
to a common subset. This technical assumption is used to
determine exactly the membership in (9).

A collision occurs if one of the two following conditions
are met: (i) two vehicles on the same path hit each other; or
(ii) two vehicles on different paths simultaneously occupy the
intersection. These conditions can be represented mathemat-
ically as follows. We introduce an open interval (ai, bi), for
the span of the intersection along the vehicle’s path, and a
minimum distance d between two vehicles on the same path.
A collision occurs at time t when (i) xi(t) − xj(t) < d, or
(ii) xi(t) ∈ (ai, bi) and xj(t) ∈ (aj , bj). We introduce the set

B ⊂ R
n of collision points (the Bad Set) as B �

{
x ∈ R

n :
∃ (i, j), i �= j, (xi ∈ (ai, bi) and xj ∈ (aj , bj)) or (xi − xj <
d)
}
. This is the set of all position vectors where at least two

vehicles are in a collision configuration. We denote by B{·}
the bad set, restricted to the set of agents {·}, and we say
that u is a safe input for agents i and j if it is such that(
xi(t, ui), xj(t, uj)

)
/∈ B{i,j} for all t ≥ 0.

Control of the vehicles is based on the detecting whether
a given state (x, ẋ) admits at least one safe input for all
agents. Using a common terminology from control theory [31],
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we define the maximal controlled invariant set as MCIS �
{(x, ẋ) ∈ R

2n : ∃u ∈ [umin,ucom],x(t,u) /∈ B, ∀ t ≥ 0}.
In simple terms, the role of a least restrictive supervisor, as
required by Problem 1, is to maintain the state of the system
within the MCIS, intervening if and only if the drivers’ desired
input would take the system out of this set. This is the essence
of the formal definition of Problem 1 given in Sec. V. Note
that, under the assumptions in Sec. III, exact and efficient
approximate algorithms to determine if a state (x, ẋ) belongs
to the MCIS are found in [15], [19].

IV. COMMUNICATION MODEL

The communication is broken down into an uplink (from
vehicles to ICAS) and a downlink (from ICAS to vehicles).

A. Uplink model

In the uplink, we assume that users have been registered
to a channel prior to arriving within a distance D from the
intersection (hence the number of vehicles under ICAS control,
m, is known), and that at least m non-interfering channels are
available. With period τ , each vehicle i within a distance D
from the intersection sends a signal si. The observed signal by
the ICAS infrastructure is ru = [ru1 , . . . , r

u
n], with r

u
i = hu

i si+
n
u
i , i ∈ C, in which hu

i represents the uplink channel between
vehicle i and the infrastructure, and n

u
i is white Gaussian noise

with power σ2. The entries in the vectors are sent successively,
with independent and identically distributed noise, but with a
constant channel. When each transmitted signal has power P ,
the quality of the transmission is characterized by the uplink

signal-to-noise ratio (SNR) SNRu

i =
P |hu

i |
2

σ2 .

B. Downlink model

In the downlink, the infrastructure broadcasts a common
control message s to all vehicles. This transmission arrives
at vehicle i as r

d
i = hd

i s + n
d
i , with a corresponding SNR

SNRd

i =
P |hd

i |
2

σ2 .

C. Success probability

A transmission to/from vehicle i is considered successfully
received if the SNR exceeds a threshold value γ. Due to the
random nature of the channel, successes are random variables.
The success probability Pi of vehicle i is given by

Pi = Pr
(
SNRi ≥ γ

)
, (2)

in which SNRi is the SNR associate with vehicle i, in either
uplink or downlink, and Pr(·) denotes the probability of the ar-
gument. The expression of the success probability (2) depends
on the statistical model of the channel gain |hi|

2. A common
model is Rayleigh fading, in which the probability density
function of |hi|

2 is given by p(|hi|
2) = 1/λi exp(−|hi|

2/λi),
where λi = K|xi − xs|

−η for a constant K , vehicle position
xi, supervisor position xs and path-loss exponent η (generally
η ≈ 2). Under the Rayleigh fading model, the success
probability becomes Pi = exp

(
− γσ2/(PK|xi − xs|

−η)
)
.

V. SUPERVISOR ARCHITECTURE

In this section, we detail the operation of the RCAS and
ICAS, and provide an analysis of their behaviour.

A. RCAS

Given any two vehicles i and j on a path, with j preceding
(driving in front of) i, the role of the RCAS is to ensure that
the distance xj − xi ≥ Δ(ẋi, ẋj) at all times, where Δ :
(ẋi, ẋj)→ R denotes the smallest distance which satisfies the
implication

xj − xi ≥ Δ(ẋi, ẋj)⇒

xi(t, ui,com) ≤ xj(t, uj,min)− d, ∀t ≥ 0. (3)

Lemma 1: If Δ satisfies the implication (3) at all times,
then (ui,com, uj) is a safe input for the agents i and j, for any
possible uj .

Proof: Since (1) is monotone, (3) implies that
xi(t, ui,com) ≤ xj(t, uj)− d for all t ≥ 0 and for all possible
uj .

By the above result, whatever the input used by the prede-
cessor j, vehicle i can maintain the safety distance Δ simply
by applying ui,com. Therefore, the RCAS can be implemented
simply as an active braking system, which applies ui,com when
it detects that the vehicle is getting too close to its predecessor.
From now on, the input ui,des requested by a vehicle is always
assumed to have been already corrected, if necessary, by the
RCAS, to avoid collisions with a preceding vehicle.

B. ICAS

The supervisor must satisfy Problem 1. This is formalized
as follows:

Problem 2 (Formalization of Problem 1): Design a map
uC,des �→ uC such that

[
xC(t,uC)
xN (t,uN )

]
/∈ B, ∀ t ∈ [0, τ ] (4)

and⎡
⎢⎣
xC(τ,uC)
ẋC(τ,uC)
xN (τ,uN )
ẋN (τ,uN )

⎤
⎥⎦ ∈ MCIS (5)

and

uC = uC,des ⇐⇒ it satisfies (3), (4), and (5), (6)

for any possible xN and uN .

In the above notation, we are calling t = 0 the beginning of
the current control time interval, t = τ the end. Condition
(4) requires that, if (xC ,xN ) is the state of the system at the
beginning of a control time interval, the input (uC ,uN ) does
not cause a collision for the length τ of the interval. Condition
(5) instead requires that the state reached using (uC ,uN ) after
a time τ still admits a safe input for all agents. Failure to do
so would result in an inevitable collision at some time t >
τ . Thus, the two conditions (4)–(5) together ensure that the
supervisor avoid collisions. Then, by requiring (6) we also
ensure least restrictiveness.

To design a supervisor to solve the above problem we must
reject all inputs that would lead the state outside of the MCIS.
The supervisor must also cope with the fact that only the subset
C of agents is in communication with the ICAS, and therefore
only the sub-vector uC can be corrected. To ensure that such
a supervisor can be designed, and that it correctly handles
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vehicles entering and leaving the controlled region, we require
that the diameter D of the controlled region satisfy

D ≥ lim
t→∞

xi(t, ui,com)− xi(0) + ẋi,maxτ, ∀ ẋi(0), ∀ i, (7)

where (xi(0), ẋi(0)) are the initial conditions of the trajectory
xi(t, ui,com). In other words, D must be at least equal to
the worst stopping distance of any vehicle, using ui,com, plus
the maximum distance ẋi,maxτ covered by a vehicle during a
single control time interval. Under this condition, the following
lemma provides the key to the design of the above-specified
supervisor.

Lemma 2: Assuming (7) and xj − xi ≥ Δ(ẋi, ẋj) for
all pairs i, j of agents on the same path, with j preceding
i, conditions (4) and (5) hold if and only if the following
conditions hold

xC(t,uC) /∈ BC , ∀ t ∈ [0, τ ] (8)

and[
xC(τ,uC)
ẋC(τ,uC)

]
∈MCISC (9)

Proof: (4) and (5) ⇒ (8) and (9) is obvious. The other
implication follows using (3), (7), and the assumption xj −
xi ≥ Δ(ẋi, ẋj). Indeed, assuming (8) and (9) there exists an
input uC with uC(t) ∈ [uC,min,uC,com], ∀ t > τ such that
xC(t,uC) /∈ BC , ∀ t ≥ 0. At the same time, by the right-
hand side of (3), the input uN,com applied to all agents in N
satisfies xN (t,uN,com) /∈ BN , ∀ t ≥ 0, and by (7) using such
an input, no agent i ∈ N will intersect the interval [ai, bi] (i.e.,
the intersection) for any t ≥ 0. Therefore, by the right-hand
side of (3) the input u = (uC ,uN,com) satisfies (4) and (5).

The assumption xj − xi ≥ Δ(ẋi, ẋj) is always true under the
control of the RCAS. Therefore, from the above lemma we
conclude that, in order to solve Problem 1, the ICAS does not
need to collect information or to send commands to agents in
the set N . In [19] is explained how to check (9) exactly, under
the assumptions in Section III.

The flow charts in Figs. 2–3 define the supervisory ar-
chitecture on the infrastructure side and on the vehicle side,
respectively.

receive xC , ẋC ,uC,des

compute xC(τ,uC,des), ẋC(τ,uC,des)

all data received
and (8)–(9) with
uC = uC,des?

send (allow)

receive xC , ẋC ,uC,des

compute (xC(τ,uC,des), ẋC(τ,uC,des)

all data received
and (8)–(9) with
uC = uC,des

and all pairs i, j
in C satisfy (3)?

compute (xC , ẋC)
from (xC(−τ), ẋC(−τ)) and the last uC

send (override,uC,safe)

yes no

no yes

Fig. 2. ICAS operation: infrastructure side. At every control time interval,
information is collected from all vehicles and an allow or override command
is issued based on the predicted state of all vehicles.

On the infrastructure side, the supervisor can be in two
modes: the allow mode (left side of the flow chart) or the
override mode (right side of the chart). In allow mode, the
supervisor is allowing the desired inputs. In override mode,
it sends an override message to all vehicles in the controlled

start condition : xi ∈ [ai −D, bi]

send xi, ẋi, ui,des

read message, New ui,safe

message not received
or message = allow?

apply ui,des for τ seconds

xi > bi?

send xi, ẋi, ui,des

read message, New ui,safe

message not received
or message = allow?

apply ui,safe for τ seconds

yes

no

no

no

yesyes

Fig. 3. ICAS operation: vehicle side. Vehicles periodically send their state
and intention information once they are close to the intersection. They then
receive the allow or override command from the ICAS infrastructure and act
accordingly.

region, and a vector usafe describing a safe input for all the
vehicles for which it has state information. Note that, as proved
in [19], if a safe input exists then it can be constructed as a
finite sequence of inputs ui,min and ui,com, therefore uC,safe

can always be encoded as a finite message, despite being an
infinite-horizon input signal. To compute such a safe input the
supervisor must know the state of all agents in C. If the state of
some agents was not received due to a broken communication
link, the supervisor fills in the state vector by integrating their
last known state and input. The only case where the state of
a vehicle i ∈ C cannot be reconstructed is if none of the
messages sent from i have been received by the infrastructure
since i entered the controlled region. In this case, we assume
that the algorithm computes usafe for the set of vehicles with
known state, and completes it by setting ui,safe = ui,min for
the missing ones (this procedure is not depicted in the flow
chart). Switching from override to allow mode is conditional
to receiving information from all vehicles in C, satisfying (8)–
(9) for uC = uC,des, and having (3) satisfied by all pairs of
agents in C which are on the same path.

On the vehicle side, a vehicle i starts executing the supervi-
sory algorithm when its position enters the interval [ai−D, ai]
(this is when the vehicle joins the set C, by the definition in
Sec. III). At this point the algorithm structure mirrors the one
in the infrastructure, with an allow mode and an override mode.
The vehicle uses ui,des in allow mode, and ui,safe in override
mode.

We can now prove that the supervisor defined in Figs. 2,
3 indeed solves Problem 2.

Theorem 3: If all vehicles in the controlled region receive
all messages from the infrastructure, the ICAS satisfies (4)–(5)
in Problem 2.

Proof: Consider a single control time interval of length
τ . Assume at first that all vehicles in C have correctly
communicated their state to the supervisor at least once, so
that their current state can be computed from past information
if not received. By assumption, the inputs uC,des requested by
the vehicles do not cause rear-end collisions. If the message
returned by the supervisor is allow, then uC,des also does not
cause collisions at the intersection. If the supervisor returns
override, then as long as all vehicles in the controlled region
receive the message from the supervisor, they coherently
apply uC,safe. This prevents collisions among vehicles in C.
Collisions among these vehicles and those in N are also
avoided (thanks to the RCAS), by Lemma 2.
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Now consider the case where a vehicle i ∈ C cannot send
a message to the infrastructure upon entering the controlled re-
gion. Lacking this message, the supervisor switches to override
mode and sets ui = ui,min, so uC,safe is defined for all vehicles
in C. The only chance of a crash is if vehicle i reaches the
intersection (and crashes with a vehicle from a different path)
while applying ui,min, but by (7) limt→∞ xi(t, ui,min) ≤ ai,
therefore the agent will stop before reaching the intersection,
while in override mode.

Theorem 4: If all vehicles in the controlled region receive
all messages from the infrastructure, and the infrastructure
receives all messages from the vehicles, then the ICAS satisfies
(4)–(5) and (6) in Problem 2.

Proof: We proved safety in Theorem 3. To prove least
restrictiveness (6), note that, assuming messages from all
vehicles in the control region are correctly received by
the infrastructure, the override manoeuvre is initiated by
an override message from the infrastructure if and only if(
xC(τ,uC,des), ẋC(τ,uC,des)

)
/∈ MCISC . By the definition

of MCISC , this implies that a collision would certainly occur
if the controlled agents used uC,des instead of uC,safe.

There is still one open issue: when the supervisor over-
rides the input requested by the vehicles, the corresponding
trajectory of the vehicles in C may temporarily violate (3).
To complete our control architecture, we must ensure that, for
a suitable uC,des, control is always eventually returned to the
vehicles, i.e., that the algorithms in Figs. 3 and 2 eventually
switch back to the allow mode if uC,des does not violate (8)–
(9).

Theorem 5: If (8), (9), and all messages are received, the
supervisor always eventually switches to the allow mode.

Proof: This requires satisfying the conditions in the right
decision (diamond shaped) block of Fig. 3. Given the above
assumptions, it suffices to check that all agents in C eventually
satisfy (3). This is granted by the fact that, in override mode, all
agents apply an input ui < 0 and therefore eventually reach
null velocity. Thus, eventually (3) reduces to xj − xi ≥ d,
which is ensured by (8).

C. Expected performance of the supervisor

Theorem 6: Let Pcrash be the probability of a crash for
the unsupervised system. The supervisory architecture ensures
safety with probability Pcrash

(
1−exp(−α)

)
and least restric-

tiveness with probability exp(−α) where

α =
γσ2

PK

∑
i∈C

|xi − xs|
η. (10)

Proof: Assuming that there is no error in positioning or in
the actuators, the system becomes restrictive only if it overrides
unnecessarily. The probability of being not least restrictive is
simply that of losing a message from at least one vehicle, or,
equivalently, the probability of being least restrictive is that
of not losing any messages. Hence, Pr(least restrictive) =∏

i∈C Pi = exp
(
−

∑
i∈C γσ2/(PK|xi − xs|

−η)
)

=

exp(−α). The system becomes unsafe only if, with an im-
minent crash, at least one vehicle does not follow the override
message sent by the supervisor. This can only happen if the ve-
hicle does not receive the override message. The probability of

�� � � �� �� ��
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��
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���

���

SNRD [dB]
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[d
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s]

unsupervised

supervised, m = 5
supervised, m = 20

Fig. 4. Mean time between accidents for γ = 8 dB, η = 2, m ∈ {5, 20}
for the supervised and unsupervised system, as a function of the average SNR
at a distance D from the intersection.

becoming unsafe is thus Pr(unsafe) = Pcrash(1 − exp(−α)).

We can approximate α in (10) with its expected value, un-
der the assumption that for vehicles in C, |xi−xs| is uniformly

distributed in the interval [0, D]: α ≈ γσ2mDη

PKη
= m

η
γ

SNRD
, in

which SNRD is the average SNR at a distance D from the
intersection.

Theorem 6 can more easily be understood in terms of
the mean time between accidents (MTBA), which is τ/Pcrash

for an unsupervised system and τ/(Pcrash(1− exp(−α))) for
the supervised system. Fig. 4 shows the MTBA, when the
unsupervised system has an MTBA of 30 days, for γ = 8 dB,
η = 2, m ∈ {5, 20}, and a varying SNRD ranging for −5 dB
to 20 dB. We observe that the SNR at the distance D should be
sufficiently large to see safety benefits from the supervisor. We
also note that when more vehicles are supervised, the MTBA
is reduced significantly.

In Fig. 5 we report the simulated trajectories of 5 vehicles
at an intersection, initially positioned as in Fig. 1, under three
communication scenarios. Trajectories of different colours are
assigned to vehicles on different paths, with colours matching
those of the paths in Fig. 1. All vehicle’s initial velocities
are set to 12m/s, and all drivers request ui = 2 at all times
if compatible with the safety distance. In the top panel the
communication link works correctly at all times. The first two
vehicles cross the intersection without triggering the ICAS, the
following vehicles instead approach the intersection simulta-
neously, and would collide if not for the ICAS intervention at
t ∈ [4.3, 7.4] seconds. In the second panel, for t ∈ [0.5, 1.5] the
second vehicle on the green path enters the controlled region
but cannot communicate its state. The supervisor issues an
override command, and instructs this vehicle to apply umin.
Again, collisions are averted. In the third panel the same
vehicle also stops receiving all messages from the supervisor
at t = 4. One second later the supervisor issues an override
command, which is not received by the vehicle. This leads
to a collision from t � 6.3 (green and purple vehicle in the
intersection).

VI. CONCLUSION

We have discussed a possible implementation of a least re-
strictive collision avoidance system for vehicles at an intersec-
tion, taking into account the tight interplay of the control and
communication layers in determining the overall performance
of the system. For the sake of simplicity, in our discussion we
have omitted the added complicacy of sensors, actuators, and
modelling uncertainties, which obviously play a big role in this
kind of problems. Such nonidealities, in a control framework
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Fig. 5. Simulations of 5 agents on 3 paths. The horizontal axes are black
when the supervisor is in allow mode, red when it is in override mode. The
intersection (the gray band) is the interval [100, 115]m along all paths. In all
simulations vehicle dynamics are given by ẍi = ui−0.0005(ẋi)2 if

(
ẋi > 0

and ui − 0.0005(ẋi)2 ≤ 0
)

or if
(
ẋi < ẋi,max and ui − 0.0005(ẋi)2 ≥

0
)
; ẍi = 0 otherwise. The quadratic term accounts for drag. Parameters

are ẋmax = 16m/s, umin = −4, umax = 2, ucom = −2, d = 5m,
D = 65m.

analogous to the one used here, have however been confronted
in the literature (e.g., [14], [16]), and are known to be a
solvable albeit challenging problem.

From the results above it is evident that the communication
and control layer of a cooperative CAS are inextricably linked,
and their design must proceed hand in hand to optimize the
overall performance of the system.
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A. F. Gómez-Skarmeta, “An analysis of communication and navigation
issues in collision avoidance support systems,” Transport. Res C-Emer.,
vol. 18, no. 3, pp. 351–366, Jun. 2010.

[28] E. Steinmetz, M. Wildemeersch, and H. Wymeersch, “WiP abstract:
Reception probability model for vehicular ad-hoc networks in the
vicinity of intersections,” in ICCPS, April 2014, pp. 223–223.
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